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Abstract. In this paper, we consider a variational inequality problem which is defined over

the intersection of the set of common fixed points of a finite family of generalized demimetric

mappings and the set of common zero points of a finite family of maximal monotone mappings.

We propose an iterative algorithm combines the hybrid steepest descent method with the

inertial technique to solve such a variational inequality problem and study the strong

convergence of the sequence generated by the proposed algorithm. The results of this paper

improve and extend several known results in the literature.
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1. Introduction

Let H be a real Hilbert space whose inner product and norm are denoted by 〈., .〉 and ‖.‖,
respectively. Let C be a nonempty closed convex subset of H. Recall that a mapping T : H → H
is called L–Lipschitzian if for all x, y ∈ H, ‖Tx− Ty‖ ≤ L‖x− y‖, where L > 0 is a constant. In
particular, if L = 1 then T is called a nonexpansive mapping. A mapping T : H → H is called
strongly monotone with constant β > 0, if

〈T (x)− T (y), x− y〉 ≥ β‖x− y‖2, ∀x, y ∈ H.

We denote by Fix(T ) the set of fixed points of the mapping T ; namely, Fix(T ) := {x ∈ H : Tx =
x}.
Numerous problems in science and engineering, including optimization problems, fixed point

problems, transportation problems, financial equilibrium problems, migration equilibrium problems
etc. lead to study variational inequality problems (VIP) on a closed convex feasible set of a Hilbert
space (see [1]). The variational inequality problem is to find x ∈ C such that

〈Fx, y − x〉, ∀y ∈ C.

The set of solutions of the variational inequality problem is denoted by V I(C,F ). It is known that
if F is a strongly monotone and Lipschitzian mapping on C, then V I(C,F ) has a unique solution.
It is well-known that VIP on a closed convex feasible subset of a Hilbert space is equivalent to
the fixed point equation containing the metric projection from any point in Hilbert space onto the
feasible set. In some special cases, the metric projection can be expressed in closed form, then VIP
can be solved easily by the gradient projection method. In general, it is difficult to compute the
projection on any closed convex set. To overcome this disadvantage, which is caused by the metric
projection, Yamada [2] introduced a new algorithm, namely, the hybrid steepest descent method,
for solving VIP in which the feasible set is expressed as the fixed point set of a nonexpansive
mapping. The method is defined by the following:

xn+1 = (I − µαnF )Txn,

where F is a Lipschitzian continuous and strongly monotone mapping and T is a nonexpansive
mapping. Variational inequalities over the fixed point set of nonexpansive mappings have an
important role in solving practical problems such as the signal recovery problem, beamforming
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problem, power control problem, bandwidth allocation problem and finance problem (see, e.g.,
[3]). The hybrid steepest-descent method has received great attention given by many authors, see
e.g., [4, 5] and the references therein. In 2014, Zhou and Wang [4] considered the VIP with the
feasible set C is the intersection of fixed point sets of a finite family of nonexpansive mappings
on H. They proposed an iterative algorithm and proved a strong convergence theorem based on
Yamada’s hybrid steepest descent method and Mann’s iterative method.

1.1. Theorem. Let H be a real Hilbert space and F : H → H be an L-Lipschitz continuous
and η-strongly monotone mapping. Let {Ti}

N
i=1 be nonexpansive self mappings of H such that

C =
⋂N

i=1 Fix(Ti) 6= ∅. For arbitrary initial point x0 ∈ H, define the sequence {xn} by

(1) xn+1 = (I − µαnF )Tn
NTn

N−1...T
n
1 xn

where µ ∈ (0, 2η
L2 ) and Tn

i = (1 − λi
n)I + λi

nTi. Assume that {λi
n} and {αn} satisfy the following

conditions:

(i) {αn} ⊂ (0, 1), limn→∞ αn = 0 and
∑∞

n=0 αn = ∞;
(ii) {λi

n} ⊂ (a, b) for some a, b ∈ (0, 1) for i = 1, 2, ..., N ;
(iii) limn→∞ |λi

n+1 − λi
n| = 0 for i = 1, 2, ..., N .

Then, the sequence {xn} converges strongly to the unique solution x? ∈ V I(C,F ).

In 2018, Kawasaki and Takahashi [6], introduced a new general class of mappings, called gener-
alized demimetric mappings as follows:

1.2. Definition. Let ζ be a real number with ζ 6= 0. A mapping T : H → H with Fix(T ) 6= ∅
is called generalized demimetric, if

ζ〈x− x?, x− Tx〉 ≥ ‖x− Tx‖2,

for all x ∈ H and x? ∈ Fix(T ). This mapping T is called ζ-generalized demimetric.

We observe that the class of generalized demimetric mappings covers the classes of well-known
mappings such as strict pseudo-contraction, quasi-nonexpansive and demicontractive mappings,
see [6, 7] for details.
On the other hand, in 2001, Alvarez and Attouch [8] proposed an inertial proximal algorithm to

find zero point of a maximal monotone operator:

(2) xn+1 = JA
λn

(xn + αn(xn − xn−1)), n ≥ 1

where the set-valued mapping A : H → 2H is a maximal monotone operator and the function
JA
λn

= (I+λnA)
−1 is the resolvent of A. The extrapolation term αn(xn−xn−1) takes into account

an inertial effect of this algorithm. Under some mild conditions, most iterative algorithms by using
this inertial effect have better convergence behavior for various problems, such as the inclusion
problem, the variational inequality problem, and the fixed point problem (see [9]).
In this paper, we consider a variational inequality problem which is defined over the intersections

of the set of common fixed points of a finite family of generalized demimetric mappings and the
set of common zero points of a finite family of maximal monotone mappings. We propose an
iterative algorithm combines the steepest descent method with the inertial technique to solve such
a variational inequality problem and study the strong convergence of the sequence generated by
the proposed algorithm.

2. Preliminaries

In this section, we summarize some notations, definitions and lemmas which play significant role
in convergence analysis of our algorithm. Throughout the paper, we adopt the following notations:
• xn → x stands for the strong convergence {xn} to x.
• xn ⇀ x stands for the weak convergence {xn} to x.
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Let C be a nonempty, closed, and convex subset of H. For each point x ∈ H, there exists a
unique nearest point in C, denoted by PC(x), such that

‖x− PC(x)‖ ≤ ‖x− y‖, ∀y ∈ C.

The mapping PC : H → C is called the metric projection of H onto C and is characterized by the
following two properties: PC(x) ∈ C and

〈y − PC(x), x− PC(x)〉 ≤ 0, ∀x ∈ H, y ∈ C.

We recall the following definitions concerning operator T : H → H.

2.1. Definition. The operator T : H → H is called:
• Firmly nonexpansive, if

‖Tx− Ty‖2 ≤ 〈Tx− Ty, x− y〉, ∀x, y ∈ H,

or equivalently

‖Tx− Ty‖2 ≤ ‖x− y‖2 − ‖(x− Tx)− (y − Ty)‖2, ∀x, y ∈ H.

• Demicontractive if Fix(T ) 6= ∅ and there exists β ∈ [0, 1) such that

‖Tx− x?‖2 ≤ ‖x− x?‖2 + β‖x− Tx‖2, ∀x ∈ H, ∀x? ∈ Fix(T ).

This is equivalent to

〈x− x?, x− Tx〉 ≥
1− β

2
‖x− Tx‖2, ∀x ∈ H, ∀x? ∈ Fix(T ).

• Strict pseudo-contraction, if there exists a constant β ∈ [0, 1) such that

‖Tx− Ty‖2 ≤ ‖x− y‖2 + β‖(x− Tx)− (y − Ty)‖2, ∀x, y ∈ H.

Note that every β-strict pseudo-contraction mapping with nonempty fixed point set is β-demicontractive.
Also a β-demicontractive mapping is 2

1−β
-generalized demimetric. We give an example of a gener-

alized demimetric mapping which is not demicontractive.

2.2. Example. Let H = R be the real line. Define T on R by T (x) = 3x − 1. Clearly, x? = 1
2

is the only fixed point of T . We have T is (−2)-generalized demimetric mapping. Indeed, for each
x ∈ R we have

(−2)(x−
1

2
)(1− 2x) = ζ〈x− x?, x− Tx〉 = ‖x− Tx‖2 = (1− 2x)2.

Putting x? = 1
2 and x = 1, we see that T is not demicontractive mapping.

2.3. Definition. Assume that T : H → H is a nonlinear mapping with Fix(T ) 6= ∅. Then I−T

is said to be demiclosed at zero if for any {xn} in H, the following implication holds:

xn ⇀ x and (I − T )xn → 0 ⇒ x ∈ Fix(T ).

It is known that if T : H → H is a β-strict pseudo-contraction mapping, then I−T is demiclosed
at zero.

2.4. Lemma. [6] Let H be a real Hilbert space and let θ be a real number with θ 6= 0. Let
T : H → H be a θ-generalized demimetric mapping. Then the fixed point set Fix(T ) of T is closed
and convex.

2.5. Lemma. [2] Let C be a nonempty closed and convex subset of real Hilbert space H. Let
F : C → H be a strongly monotone and Lipschitz continuous mapping. Then V IP (C,F ) consists
only one point.
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Let B be a mapping of H into 2H. The effective domain of B is denoted by D(B), that is,
D(B) = {x ∈ H : Bx 6= ∅}. A multi-valued mapping B on H is said to be monotone if 〈x − y,

u − v〉 ≥ 0 for all x, y ∈ D(B), u ∈ Bx and v ∈ By. A monotone mapping B on H is said to be
maximal if its graph is not properly contained in the graph of any other monotone mapping on
H. For a maximal monotone mapping B on H and r > 0, we may define a single-valued mapping
Jr = (I + rB)−1 : H → D(B), which is called the resolvent of B for r. Let B be a maximal
monotone mapping on H and let B−10 = {x ∈ H : 0 ∈ Bx}. It is known that the resolvent Jr is
firmly nonexpansive and B−10 = Fix(Jr) for all r > 0; see [10] for more details.

3. Main Result

In this section, we propose our algorithm and subsequently analyzes their convergence properties
under some certain conditions.

3.1. Theorem. Let H be a Hilbert space. Let for each i ∈ {1, 2, ...,m}, ζ(i) 6= 0 and T (i) :
H → H be a ζ(i)-generalized demimetric mapping such that I − T (i) is demiclosed at 0. Let
for each i = 1, 2, ...,m, A(i) : H → H be a maximal monotone operator. Suppose that Ω =
⋂m

i=1(Fix(T (i))
⋂

(A(i))−1(0))) 6= ∅. Let the operator F : H → H be l-Lipschitz continuous and

δ-strongly monotone with constants l > 0, δ > 0. Assume that γ ∈ (0, 2δ
l2
) and α∗ > 0. Let {xn}

be a sequence defined by:


























x1, x0 ∈ H is chosen arbitrarily,

wn = xn + α∗
n(xn − xn−1),

yn = S
(m)
n S

(m−1)
n ...S

(1)
n wn

xn+1 = (I − γβnF )yn, n ≥ 1,

(3)

where S
(i)
n = JA(i)

r
(i)
n

(I + l(i)θ
(i)
n (T (i) − I)), l(i) = ζ(i)

|ζ(i)|
, and 0 ≤ α∗

n ≤ αn such that

αn =

{

min{ εn
‖xn−xn−1‖

, α∗}, xn 6= xn−1

α∗, otherwise.
(4)

Let the sequences {βn}, {εn}, {θ
(i)
n } and {r

(i)
n } satisfy the following conditions:

(i) {βn} ⊂ (0, 1), limn→∞ βn = 0 and
∑∞

n=0 βn = ∞;

(ii) lim infn r
(i)
n > 0 for i = 1, 2, ...,m;

(iii) 0 < c(i) ≤ θ
(i)
n < 2 l(i)

ζ(i) , for i ∈ {1, 2, ...,m};

(iv) εn > 0 and limn→∞
εn
βn

= 0.

Then, the sequence {xn} converges strongly to the unique solution x? ∈ V I(Ω, F ).
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