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Abstract— Surgical robotic revolution has assisted surgeons 

to perform sophisticated surgeries, and increased accuracy, 

reduced risk, operative and recovery time. Parallel mechanisms 

are widely used for designing of surgical robots due to their 

advantage of low inertia and high precision. Specific surgical 

procedures confine, and restrict their workspace, while 

controlling and validating the robots are complicated regarding 

to their complex dynamic. To this end, in this paper, a 6-DOF 

robot, with rotary manipulators, is designed and controlled. 

Addressing nonlinearity of parallel robots, a novel approach is 

designed to robustly penalize the error of tracking at end 

effector employing a Linear Quadratic Integral (LQI) regulator 

with online Artificial Neural Network (ANN) gain tuning, based 

on non-linear model in format of a Linear Time Invariant (LTI) 

model. As validation, the controller is implemented using 

MATLAB on the non-linear model designed in Adams software 

online. Simulation results demonstrates the optimal controller 

penalizing the error while minimizing torque on each rotary 

manipulator. In addition, the method defines the workspace of 

both the states and torques, which is an introduction to 

comprehensive design of such robots. 

Keywords— parallel rotary robot, validation, optimal control, 

nonlinear systems. 

I. INTRODUCTION 

Nowadays, surgical robots play significant role in medical 
science and the usage of them is growing every year. 
Regarding to innovation created in surgical robots’ hardware 
and software, automation in the field has witnessed 
considerable improvements. 

Static training cadres for surgeries are studied in [1]. 
Furthermore, the Fundamentals of Laparoscopic Surgery 
(FLS) [2] and the Fundamental Skills of Robotic Surgery 
(FSRS) [3] can be mentioned as some developments that have 
been facilitated by medical society. Also, these cadres 
identify some useful duties that simulate key surgical 
techniques in static status. In spite of the advantages, 
mentioned methods are not able to simulate humans’ body 
actions such as breathing, heartbeat etc. which exist in most 
of the surgeries [4, 5]. 

For evaluating automation, needs dynamic motion and a 
software interface for inverse kinematics and internal state-
estimation, a low-cost platform (total cost less than $250) 
named miniaturized Stewart platform [6, 7] has been 
designed and used.  

There are some recent studies about dynamics of the 
Stewart robot. Simplified dynamic models, by neglecting the 
effects of the legs and friction, were proposed in [8, 9], and 
was improved considering a simplified model for the legs in 
[10, 11]. In [12] a comprehensive model is developed based 
on the Newton–Euler approach considering the viscous 

friction for the joints. Lagrange method was used in [13]. 
Various other methods were also proposed, such as the 
recursive matrix method [14], Kane’s equations [15, 16], 
principle of virtual work [17], generalized momentum 
approach [18], and screw theory [19]. 

Most of approaches for Stewart position control in task-
space are dependent on dynamic model. Reliable PID 
controllers are developed only for regulation, unless the 
position control strategy is employed in the joint space [20]. 
Although, control schemes of the inverse dynamic model are, 
in principle, effective for manipulator position control, 
actuators saturation may be raised [21]. Meanwhile, there are 
not many studies investigate torque control of a rotary 
Stewart robot. Recently, several methods introduced to force 
control of robots, including stiffness control, impedance 
control, admittance control, hybrid control, explicit force 
control and implicit force control [22], [23], [24], [25]. While 
validation of the methods in a reliable non-linear model were 
missed, and probably causes unsuccessful implementation. 
Due to mismatch between simulated model and real 
environment. Moreover, parallel mechanisms and 
optimization are always involved regarding to redundancy of 
parallel robots. Thus, this paper aims to, not only design an 
optimal controller for the complicated parallel mechanism to 
minimize the torques, but also, validate the controller on a 
reliable non-linear system, through Adams software. 

Paper is organized as follow: Dynamic equation of 
Stewart robot is presented in II, while controller design is laid 
in section III. Simulation setup and results, and conclusion 
are presented in section IV, and V respectively. 

II. DYNAMIC EQUATION OF STEWART PLATFORM 

To derive the equation of motion, Kinematics and kinetics 

analysis of robot dynamic are needed. Accordingly, we need 
to find the relationships between position and velocity of 

each state prior to dynamic analysis.  

A. Kinematics equation 

Considering the dynamic of rotary Stewart robot, controllable 

variables are torques and motor angels (𝜃𝑀) manipulated with 

rotary actuators. Thus, it’s worth to find the relationships 
between controllable variables of motors and end effector 

discussed as follow: 

𝑋 =

[
 
 
 
 
𝜑
𝜃
𝜓
𝑋
𝑌
𝑍]
 
 
 
 

, 𝐿 =

[
 
 
 
 
 
𝐿1

𝐿2

𝐿3

𝐿4

𝐿5

𝐿6]
 
 
 
 
 

= 𝑓(𝑋), 𝜃 =

[
 
 
 
 
 
𝜃1

𝜃2

𝜃3

𝜃4

𝜃5

𝜃6]
 
 
 
 
 

= 𝑔(𝐿) (1) 
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where, 𝑋  is the end effector’s variables,  𝐿  is the distance 
from joints on base (�⃗� 𝑖) to corresponded joints on end effector 

(𝑝 𝑖), and 𝜃 is the motor angular shown in Fig. 1. Thus, the 

relations can be summarized as 𝜃 = g(f(𝑋)). Furthermore, 

the vector from (�⃗� 𝑖) to (𝑝 𝑖) can be written as, 

�⃗� 𝑖 = (𝑅𝑥𝑦𝑧
−1𝑝 𝑖 + 𝐺) − �⃗� 𝑖 = f(𝑋)   (2) 

Where, 

𝑅𝑥𝑦𝑧 = 𝑅𝑥(𝜑)𝑅𝑦(𝜃)𝑅𝑧(𝜓) 

= [
𝑐𝜃𝑐𝜓 𝑐𝜃𝑠𝜓 −𝑠𝜃

𝑐𝜓𝑠𝜃𝑠𝜑 − 𝑐𝜑𝑠𝜓 𝑐𝜑𝑐𝜓 + 𝑠𝜃𝑠𝜑𝑠𝜓 𝑐𝜃𝑠𝜑
𝑐𝜃𝑐𝜓𝑠𝜃 + 𝑠𝜑𝑠𝜓 𝑐𝜑𝑠𝜃𝑠𝜓 − 𝑐𝜓𝑠𝜑 𝑐𝜃𝑐𝜑

] (3) 

and, 

𝐺 = [
𝑋
𝑌
𝑍
]      (4) 

Considering, 𝐶𝜃𝑥 = 𝐶𝑜𝑠(𝜃𝑥), 𝑆𝜃𝑥 = 𝑆𝑖𝑛(𝜃𝑥). If we just 

consider the length of each legs then, 

|𝑙 𝑖| = |𝑅𝑥𝑦𝑧
−1(𝑝 𝑖 + 𝐺) − (�⃗� 𝑖 + 𝑎 𝑖) |  (5) 

𝜃𝑀 = −(𝑎𝑠𝑖𝑛𝑑 (
𝐶

√𝐴2+𝐵2
) − 𝑎𝑐𝑜𝑠𝑑 (

𝐵

√𝐴2+𝐵2
) + 180) (6) 

where 𝐴, 𝐵,  𝐶 ∈ 𝑈(𝑋); 
 

 

Fig. 1. Free body diagram of a Kinetics equation. 

B. Kinetics equation 

In this section, dynamic equations of Stewart mechanism are 

derived using Newton-Euler method. The derivations are 

summarized just to show different dynamic features of the 

systems, and the effects. Stewart mechanism, studied in this 

paper is depicted in Fig. 1 That consist of an end effector, a 

fixed platform as base, and six legs connected to motors’ legs, 
as manipulators to move the end effector. The legs are 

connected both from end effector to base platform by spherical 

joints. Thus, the dynamic equations for end effector can be 

written as: 

∑�⃗⃗� = 𝐼�̅�      (7) 

∑𝐹 = �̅�𝑎      (8) 

[
𝐼 ̅ 03×3

03×3 �̅�
]

[
 
 
 
 
 
�̈�

�̈�
�̈�

�̈�
�̈�
�̈�]
 
 
 
 
 

= [𝑀
𝐹

]    (9) 

where, 

𝐼 ̅ = [

𝐼𝑥𝑥 0 0
0 𝐼𝑦𝑦 0

0 0 𝐼𝑧𝑧

] , �̅� = [
𝑚 0 0
0 𝑚 0
0 0 𝑚

] 

and,  

𝑀 = [

𝑀𝑥

𝑀𝑦

𝑀𝑧

] , 𝐹 = [

𝐹𝑥

𝐹𝑦

𝐹𝑧

] 

𝑀 and 𝐹 consist torques and forces exerted on end effector 

respectively, as shown in Fig. 2. As rotary motors manipulate 

torques, we need to have the equation in following format. 

[
𝐼 ̅ 03×3

03×3 �̅�
]

[
 
 
 
 
 
�̈�

�̈�
�̈�

�̈�
�̈�
�̈�]
 
 
 
 
 

= [
𝑀
𝐹

] = 𝜏6×6

[
 
 
 
 
 
𝑇1

𝑇2

𝑇3

𝑇4

𝑇5

𝑇6]
 
 
 
 
 

  (10) 

 

Fig. 2. Dynamic force-torque diagram. 

Where 𝑇𝑖 is torque produced by motor 𝑖. Considering the 

equation based on their unit vector 

∑�⃗⃗� = ∑ 𝑟 𝑖 × 𝐹 𝑙𝑖 = ∑𝑝 𝑖 × 𝑒 𝑙𝑖|𝐹
 
𝑙𝑖
| = ∑𝑒 𝑀𝑖

|𝐹 𝑙𝑖| (11) 

∑𝐹 = ∑𝑒 𝑙𝑖|𝐹
 
𝑙𝑖
|     (12) 

[𝑀
𝐹

] = [
𝑒𝑀1

⋯ 𝑒𝑀6

𝑒𝑙1
⋯ 𝑒𝑙6

] [

𝐹𝑙1

⋮
𝐹𝑙6

]   (13) 

where,  

𝜏1 = [
𝑒𝑀1

⋯ 𝑒𝑀6

𝑒𝑙1
⋯ 𝑒𝑙6

]    (14) 

As 𝐹 𝑙𝑖 = 𝑒 𝑙𝑖 . 𝑒 𝑁𝑖

|�⃗� 𝑖|

|�⃗� 𝑖|
 then, 

[

𝐹𝑙1

⋮
𝐹𝑙6

] =

[
 
 
 
 
𝑒 𝑙1 .𝑒 𝑁1

|�⃗� 1|
… 0

⋮ ⋱ ⋮

0 …
𝑒 𝑙6 .𝑒 𝑁6

|�⃗� 6| ]
 
 
 
 

[
𝑇1

⋮
𝑇6

]   (15) 

Considering, 

 𝜏2 =

[
 
 
 
 
𝑒 𝑙1 .𝑒 𝑁1

|�⃗� 1|
… 0

⋮ ⋱ ⋮

0 …
𝑒 𝑙6 .𝑒 𝑁6

|�⃗� 6| ]
 
 
 
 

   (16) 

[
𝐼 ̅ 03×3

03×3 �̅�
]

[
 
 
 
 
 
�̈�

�̈�
�̈�

�̈�
�̈�
�̈�]
 
 
 
 
 

= [𝑀
𝐹

] = 𝜏6×6

[
 
 
 
 
 
𝑇1

𝑇2

𝑇3

𝑇4

𝑇5

𝑇6]
 
 
 
 
 

= 𝜏1𝜏2

[
 
 
 
 
 
𝑇1

𝑇2

𝑇3

𝑇4

𝑇5

𝑇6]
 
 
 
 
 

 (17) 

Thus, the final dynamic transfer matrix from end-effector to 

base is: 

𝜏 = [
𝑒𝑀1

⋯ 𝑒𝑀6

𝑒𝑙1
⋯ 𝑒𝑙6

]

[
 
 
 
 
𝑒 𝑙1 .𝑒 𝑁1

|�⃗� 1|
… 0

⋮ ⋱ ⋮

0 …
𝑒 𝑙6 .𝑒 𝑁6

|�⃗� 6| ]
 
 
 
 

  (18) 



𝜏 is a matric that defines the equation of motion base on 

states on end effector and torques on rotary motors, which 

leads us to implement torque control directly. 

C. Dynamic equation evaluation and driving nonlinear 

Model 

As we have some simplified assumptions to derive the 
dynamic equations, having a valid non-linear system is 
necessary to evaluate the controllers design accordingly. 

As some constraints could not be considered in MATLAB 
software (e.g., collision, hardness and elasticity of bodies, and 
friction), ADAMS software is utilized to simulate hexapod 
robot’s dynamic model. The only problem with ADAMS 
software is insufficient infrastructure to implement some non-
linear controllers directly. Thus, in order to control a non-
linear system in ADAMS, the software is connected to 
MATLAB and controlled online. 

Firstly, the system is designed in SolidWorks (Fig. 3) then 
the mentioned design is entered in ADAMS and the essential 
constraint such as joints constrains, mass and materials of 
members the bodies rigidity toward each other and friction are 
applied on it. The information about design assumption are 
presented in Table I. 

As it shown in Table I, the system has 14 component of 
mass, and moment of inertias are present in the table. 

 

Fig. 3. Designed system in solidworks software 

TABLE I.  PARAMETERS USED IN ADAMS AND MATLAB SOFTWARE. 

Parts Mass (kg) Inertia (kg.𝒎𝟐) Dimension(cm) Qty. 

Links 

connected to 

end effector 

0.08 

Ix=0.0016 

Iy=0.0016 

Iz=0.000001 

40.4 6 

Links 

connected to 

motor 

0.04 

Ix=0.000001 

Iy=0.000058 

Iz=0.000060 

11 6 

End effector 1 

Ix=0.003 

Iy=0.003 

Iz=0.006 

Circle(R=11) 1 

Base 7 

Ix=0.027 

Iy=0.027 

Iz=0.054 

Circle(R=20) 1 

As it specified in Fig. 4 the constraints are applied on the 
system. Also it is assumed a bidirectional torque on each leg 
that is shown with red color. 

 
(a) 

 
(b) 

Fig. 4. Designed system with constraints in ADAMS Software. (a) Lucid 

view. (b) Opaque view. 

III. CONTROLLING HEXAPOD’S DYNAMICS 

Namely, the designed dynamic system in the ADAMS 
software is noticeably nonlinear, and in order to control the 
system, a controller should be capable to reject the tracking 
errors, considering the non-linearity. Also, optimizing the 
inputs in parallel robots are always challenging. Therefore, an 
LQI optimal controller is designed and employed to control 
the system as follow. 

A. State-space equations: 

To design an optimal controller, it’s prerequisite to find the 
state space of the dynamic model. To this end, we can 
formulate the dynamic equations as follow. 

�̇̅� = �̅��̅�(𝑡) + �̅�(𝑡)𝑇(𝑡) + �̅�(𝑡)       (19) 

Consequently, dynamic of error is introduced as 

�̇̅�(𝑡) = �̅��̅�(𝑡) + �̅�(𝑡)𝑇(𝑡) + �̅�(𝑡)      (20) 

Where Matrix 𝑇 consists of manipulated torques, and �̅�  is 
time variant disturbance. 𝑒  is error matrix of the states and 
described as  �̅� = �̅� − 𝑥𝑑, where 𝑥𝑑 includes desire values of 

each states. Matrix �̅� , composed of elements 𝑎𝑖,𝑗  in (21), 

reflects the dynamic of the system. Finally, matrix �̅� , 
composed of elements 𝑏𝑖,𝑗  in (22), reflects the 

interconnections among the manipulated torques and 
corresponded state. The matrices for the mentioned system 
can be described as: 

𝑎𝑖,𝑗 = {
0                                                         𝑖𝑓 𝑖 = 2𝑘
1                     𝑖𝑓 𝑖 = 2𝑘 − 1, 𝑎𝑛𝑑 𝑗 = 𝑖 + 1 
0                                                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

     (21) 

𝑏𝑖,𝑗 = {𝜏 (
𝑖

2
, 𝑗)                                            𝑖𝑓 𝑖 = 2𝑘

0                                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
       (22) 

Where 𝑘 = 1,… ,6 . In presence of disturbances (e.g., 
Uncertainty in dynamic parameters), we employ an integral 
controller to reject constant disturbances [26]. Thus, we 
formulate our problem by augmenting the original system (20) 
with S (i.e., as many as number of links) integral states, where, 

 �̇�(𝑡) = �̅��̅�(𝑡)         (23) 

where 𝐶 consists of 𝑐�̅�,𝑗  denoted as follow. 

𝑐�̅�,𝑗 = {
1                            𝑖𝑓 𝑗 = 2𝑖 − 1, 𝑎𝑛𝑑 𝑖 = 𝑘
0                                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      (24) 

The resulting augmented system reads: 

�̇�(𝑡) = 𝐴𝑒(𝑡) + 𝐵(𝑡)𝑇(𝑡) + 𝑑(𝑡),      (25) 



where, 

𝑒 = [
�̅�
𝑧
] , 𝑑 = [

�̅�
− − − − −

0𝑆×(2𝑆)

], 

𝐴 = [
�̅� | 0𝐻×𝑆

− − − − − −
�̅� | 0𝐻×𝑆

] , 𝐵 = [
�̅�

− − − − −
0𝑆×(𝐹+1)

] , 𝐶 = [�̅� 𝐼𝐻×𝑆]. 

Finally, we define the following quadratic cost function, 
over an infinite time horizon, which accounts for 
minimization of all states and control inputs: 

min𝐽 = ∑ [𝑒𝑇(𝑡)𝑄𝑒(𝑡) + 𝑢𝑇(𝑘)𝑅𝑢(𝑘)]∞
𝑘=0      (26) 

where, 

𝑄 = 𝜔𝑄𝐼3𝑆×3𝑆 , 𝑅 = 𝜔𝑅𝐼𝑆×𝑆 .                                 (27) 

Matrices 𝑄 and 𝑅 are weighting matrices associated to the 
magnitude of all states and control actions, respectively, 
defined by parameters 𝜔𝑄 > 0, and 𝜔𝑅 > 0. 

The resulting optimal control problem (23), (22) can be 
solved through a Linear Quadratic Regulator (LQR), which 
provides a stabilizing feedback gain under the assumptions 
that the original system is, at least, stabilisable and detectable 
(see chapter 2 of [27]) 

B. Stability and detectability: 

We investigate stabilisability and detectability of system 
(25) by employing the Hautus-test [28]. According to [28], to 
guarantee that the pair (𝐴, 𝐵)  is stabilisable, B must have 
more linearly independent columns than the number of non-
stable (𝜆 ≤ 0) modes. Depending on the system topology, 
matrix 𝐴 has zero columns equal to number of links, which is 
cancelled with columns of 𝐵  and satisfies stabilisability 
criteria as: 

𝑟𝑎𝑛𝑘 [(𝜆𝐼 − 𝐴) 𝐵] = 3𝑆.     (28) 

We turn now our attention to the detectability of the pair 
(𝐴, 𝐶𝑇𝑄𝐶); according to [29], since 𝑄 > 0 this is equivalent 
to investigating the detectability of the pair (𝐴, 𝐶). In our case, 
the Hautus test condition as follow, is verified in case 𝐶 has at 
least a non-zero element in each column corresponding to a 
marginally stable mode (𝜆 = 0). Note that, in all the described 
cases, the system is also observable. 

  𝑟𝑎𝑛𝑘 [
𝜆𝐼 − 𝐴

𝐶
] = 3𝑆.      (29) 

C. Controller design: 

The solution to the proposed LQI problem is the linear 
feedback control law. 

𝑢(𝑡) = 𝐾𝑒(𝑡),        (30) 

where, 

𝐾 = (𝑅 + 𝐵𝑇𝑃𝐵)−1𝐵𝑇𝑃𝐴,       (31) 

𝑃 = 𝐶𝑇𝑄𝐶 + 𝐴𝑇𝑃𝐴 − 𝐴𝑇𝑃𝐵(𝑅 + 𝐵𝑇𝑃𝐵)−1      (32) 

The optimal gain (31) and the Algebraic Riccati Equation 
(32) can be found in classic Optimal Control books (see, e.g., 
[30]). For practical implementation, the gain 𝐾  is 
appropriately split as: 

𝐾 = [𝐾𝑝 | 𝐾𝐼],        (33) 

which allows to rewrite the control law as: 

𝑢(𝑡) = −𝐾𝑃 �̅�(𝑡) − 𝐾𝐼𝑧(𝑡)       (34) 

The feedback control law (34) is very effective for 
practical application since the computation of the feedback 
gains 𝐾𝑃, 𝐾𝐼 for the mention system needs less effort. 

D. ANFIS estimator design for 𝜔𝑄, and 𝜔𝑅  

As the parameters of dynamic equation in (22) are time 
variants, thus �̅�(𝑡) is time variant respectively, which 
concludes to have nonlinear error dynamic in (20). 
Accordingly, the system is supposed to have different 
behaviour in different path. Then, the system and optimization 
method are non-linear and the complexity of the problem 
reveals the need of intelligent methods able to overcome the 
complexity and non-linearity. As the cost function of 
minimization problem in (26) is dependant to 𝜔𝑄 , and 𝜔𝑅  

finding a solution to estimate exact  𝜔𝑄, and 𝜔𝑅  in each time 

interval is a breakthrough to overcome the non-linearity. To 
this end, here a novel input-output model based on ANNs is 
presented to estimate 𝜔𝑄 , and 𝜔𝑅  as real-time. The most 

important point in this approach is choosing proper inputs and 
outputs. Based on (26), 𝜔𝑄 is weight of penalizing the states 

error, and 𝜔𝑅  minimizes designed torques. Thus, functions of 
the state errors and toques are appropriate candidates for 
estimator inputs.  

The functions are chosen according to [31]. Accordingly, 
for our problem density function of state error and torques are 
suitable functions to describe the changes which is extracted 
as follow. 

𝜌𝑒̅(𝑡) = (𝑚 + 1)
𝑒̅(𝑡)

∑ 𝑒̅(𝑡(𝑖))𝑛
𝑖=𝑛−𝑚

                     (35) 

𝜌𝑇(𝑡) = (𝑚 + 1)
𝑇(𝑡)

∑ 𝑇(𝑡(𝑖))𝑛
𝑖=𝑛−𝑚

                     (36) 

Where, 𝜌𝑒̅  is density of error of state and 𝜌𝑇  is density of 

torques. To clarify, (35), and (36) are sensitive when 𝑒(𝑡) and 

𝑇(𝑡) are considerably greater than average of the variables 

with window size 𝑚 + 1. These criterion defines a smooth 

and logical instigation to changes of the variable [31]. 

Accordingly, the inputs of the ANN estimator are 𝜌�̅�1×6
, and 

𝜌𝑇1×6
, and the outputs are 𝜔𝑄1×1

, and 𝜔𝑅1×1
as depicted in Fig. 

5. To design an ANN estimator, a data-set of the inputs-

outputs is needed, thus the controller of (34) used as master 

for the estimator. For collecting the data, we controlled the 

robot with different amounts of 𝜔𝑄, and 𝜔𝑅  as 0.1, 1, and 10, 

which includes 9 experiments. In each experiments range of 

end-effector angles’ variation is between 
𝜋

6
, and -

𝜋

6
 (rad), and 

transformation is 0.3 (m) in each three main direction of X, 

Y, and Z. Moreover, range of frequency varies from 1 to 5 

Hz. Then the proper inputs-outputs of the estimator are 

prepared with sample number of 14400.  
Addressing structure of ANN estimator, There is one hidden 

layer with ten nods, and the back-propagation algorithm is 

employed to train this estimator. Back propagation is a 

general-purpose network paradigm and calculates the errors 

between the desired and the actual output and propagates the 

error back to each node in the network. Thus, the back-

propagated error drives the learning at each node [32]. 

In the development of the ANN estimator, the prepared data 

is usually divided into two randomly selected subsets. 



Respectively, they are the training and testing data-set. First 

data-set is utilized to develop and calibrate the estimator. The 

second data subset, which is introduced as the validation data-

set and not used in the development of the estimator, is used 

to validate the performance of the trained estimator. 
Accordingly, 70% of the master data-set is employed for 

training and testing purposes, and the remaining 30% is set 

aside for model validation. 

 

Fig. 5. Designed ANN estimator structure. 

 

Fig. 6. Control diagram. 

IV. EXPERIMENT RESULTS 

According to above explanation, the robot’s states and 
desired angles, and torques are shown in Fig. 5 
simultaneously. In this figure, the desired amounts are 
inputted due to (30) and (31), and the other amount are 
assumed as zero. Also, 𝜔𝑄 and 𝜔𝑅, as controller parameters 

in (27), are considered as 1. The angles’ values are considered 
as follow. 

∅(𝑡) =
𝜋

6
𝑆𝑖𝑛(2𝑡)        (37) 

𝑍 = 0.05𝑆𝑖𝑛(2𝑡) + 0.3       (38) 

Where 𝑡 is time. Considering Fig. 5(b), the controller could 
reject the errors by the time. Actually, the integral states are 
around zero at second 5, thus the error reduces and the system 
is going to trace the target (sensor’s data) with the minimum 
error. Also, torques on the system are shown in Fig. 5(b), 
which are useful for choosing electromotor and system 
designing for manufacturing regarding to reliable simulated 
dynamic of the robot in ADAMS software. 

V. CONCLUSION 

This paper presents a control methodology for a parallel 
robot introduced as a surgical robot, capable to simulate all 
angular motions and transition. Furthermore, kinematic, 
dynamic and control analysis are studied on the mechanism 
equations of direct/inverse kinematic of the parallel robot, 
derived and implemented in ADAMS software. In order to 
have a well desired amount tracking by end effector, the 
existing dynamic is controlled as online, using LQI controller 
in MATLAB software. Finally, the simulation results showed 
that the optimal LQI controller was able to control dynamic of 
the system and penalize the tracking error in presence of 
disturbance, which is one of integral controller properties. We 
are currently investigating sensitivity of controller parameters 
on stability of the system, as well as producing further 
simulation experiments to investigate robustness to parameter  

 

(a) 

 

(b) 

Fig. 7. Control performances. (a) Main states, and ANN estimator output. 

(b) Motor torques. 

choices, which are going to be introduced in a future 
publication. 
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